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• Intro to privacy

• Privacy threat modeling

• Dark patterns

• Examples

• Fairer alternatives

• Legal consequences

• Inclusive privacy

• Privacy challenges in your work
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• Senior Privacy Engineer and TechEvangelist at 

Dynatrace

• -obsessed Brit based in Innsbruck

• Outside of work: research and tech policy, trail 

running, hiking, skiing…

• Previously: hacking CPUs at TU Graz

About Me
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About Dynatrace

Analytics and Automation for Unified Observability and SecurityCLOUD  DONE RIGHT.
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Privacy meets UX



UX Practitioners’ Engagement with Privacy

“Legal Trouble?: UX Practitioners’ Engagement with Law and Regulation” (Gray et al., Companion 

Publication of the 2024 ACM Designing Interactive Systems Conference) interviewed 3 UX practitioners 

about their experiences
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https://colingray.me/wp-content/uploads/2024/05/2024_Grayetal_DISPWIP_LegalTrouble.pdf


UX Practitioners’ Engagement with Privacy

Jacob

• Tries to persuade developers not to use dark 

patterns because they’re unethical

• Was unaware there are legal implications to 

using dark patterns

• Company doesn’t have a legal team

• There aren’t really “any protections” (like 

internal policies) in place to make sure they’re 

compliant
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UX Practitioners’ Engagement with Privacy

Amy

• Privacy is another team’s responsibility: her 

responsibility is advocating for user-centered 

design

• Work is handed over to a central team for legal 

checks

• Sees privacy as “legal trouble” that it is 

important for the company to avoid

8



UX Practitioners’ Engagement with Privacy

Conrad

• GDPR is “important” but has added friction to 

his design workflow

• To avoid liability, his company now outsources 

user testing to an external agency

• Would like to have access to a legal expert for 

advice

• Wary of talking to his company’s legal team as 

“they are not on our side” and try to block 

everything
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What does privacy mean to you? What contact have you 
had with it in your UX work?



Intro to Privacy



What Does Privacy Mean?

Over 150 
countries!
And the list 
is growing
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https://papers.ssrn.com/sol3/papers.cfm?abstract_id=1951416


What Does Privacy Mean?

• Right to know, access, export

• Right to update (rectify)

• Right to delete (“be forgotten”)

• Right to data portability

• Plus more…

• Right to restriction of processing

• Right not to be subject to automated decision-making, 

incl. profiling (GDPR)

• Right to opt out of sensitive data processing (CPRA)
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What Does Privacy Mean?

Privacy OWASP Top 10

1. Web Application Vulnerabilities 

2. Operator-sided Data Leakage 

3. Insufficient Data Breach Response 

4. Consent on Everything 

5. Non-transparent Policies, Terms and Conditions 

6. Insufficient Deletion of User Data 

7. Insufficient Data Quality

8. Missing or Insufficient Session Expiration 

9. Inability of Users to Access and Modify Data 

10. Collection of Data Not Required for the User-
Consented Purpose

14

https://owasp.org/www-project-top-10-privacy-risks/OWASP_Top_10_Privacy_Risks_Countermeasures_v2.0.pdf
https://nvlpubs.nist.gov/nistpubs/CSWP/NIST.CSWP.01162020.pdf


What Does Privacy Mean?

Image: Gatha Varma
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https://blog.openmined.org/of-legal-tangles-and-synthetic-datasets-gdpr-and-synthesis/


What Does Privacy Mean?

• Privacy isn’t about hiding everything!

• Society runs on information flows, but these flows should be context-appropriate

• Know your users and their context(s)

• Which information is it normal to share in this context? In this culture?

• What do they care about? What are they afraid of? 

• How technically literate are they? Do they understand your product?

16



Privacy Threat Modeling



What is Threat Modeling?

Anyone can threat model!

It’s about answering:

• What could go wrong?

• What are we going to do about it?

• Risk = likelihood x impact

• Cost of mitigation

Good starting points:

• The Threat Modeling Manifesto

• A Guide to Threat Modeling for Developers
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https://www.threatmodelingmanifesto.org/
https://martinfowler.com/articles/agile-threat-modelling.html
https://x.com/thegrugq/status/864023197145944064


Privacy Threat Modeling: LINDDUN

Non-Compliance

Identifying Linking

Non-
Repudiation

Data 
Disclosure

Detecting

Unawareness
Unintervenability

Threats for 
companies

Threats for 
individuals
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LINDDUN

https://www.freepik.com/
https://linddun.org/


Privacy Threat Modeling: LINDDUN

• Linking: connecting the dots

• Identifying: who‘s who?

• Non-repudiation: I know what you did

• Detecting: I don‘t need to read the data to know you‘re in there

• Data disclosure

• Not identical to a breach of confidentiality!

• Includes collecting unnecessary or excessive data, sharing the data too widely, retaining it for too long…

• Unawareness & unintervenability: I had no idea you were doing that and now you 

won‘t stop

• Non-compliance: that‘ll be $5 billion please, Facebook

LINDDUN
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https://linddun.org/


Privacy Threat Modeling: Plot4AI

• Library of 86 threats relating to AI and ML 
across 8 categories

• Examples:

• Are we protected from membership
inference attacks?

• Could the AI system become persuasive, 
causing harm to the user?

• Could the AI system limit the right to be
heard?

• Will our AI system make automatic
decisions without human intervention?

• Will any of our users be children?

Plot4AI
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https://plot4.ai/


Linkability -> Identifiability -> Non-Repudiation
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https://x.com/HannahAlOthman
https://www.npr.org/2022/08/12/1117092169/nebraska-cops-used-facebook-messages-to-investigate-an-alleged-illegal-abortion
https://www.npr.org/2022/08/12/1117092169/nebraska-cops-used-facebook-messages-to-investigate-an-alleged-illegal-abortion


Linkability -> Identifiability -> Non-Repudiation
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https://coveryourtracks.eff.org/


Privacy Harms

Privacy Threat

Linkability

Identifiability

Non-Repudiation

Detectability

Data Disclosure

Unawareness, 
Unintervenability

Non-Compliance

Privacy Harms

Physical Harms

Economic Harms

Reputational Harms

Autonomy Harms

Psychological Harms

Discrimination Harms

Relationship Harms

Harm to the Business

Autonomy Harms

Coercion

Manipulation

Failure to Inform

Thwarted Expectations

Lack of Control

Chilling Effects

Privacy Harms, Citron & Solove, Boston University Law Review (2022)
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https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3782222


Privacy Harms: Manipulation

25Source: The Markup

https://jforourke12.wordpress.com/2015/11/15/competitive-advertising-analysis-grey-goose/
https://themarkup.org/privacy/2023/06/08/from-heavy-purchasers-of-pregnancy-tests-to-the-depression-prone-we-found-650000-ways-advertisers-label-you


Dark Patterns



Dark Patterns and Privacy

• Concept introduced in 2010 by UX professional 

Harry Brignull

• Just design patterns – but sinister ones! Deceive 

or manipulate users

• Violate the GDPR principles of fairness and 

transparency + Article 25 (data protection by 

design and default)

• Also relevant beyond the EU, see e.g.

• US FTC’s report on dark patterns

• Deceptive Patterns Hall of Shame, Fair Patterns, and 

Privacy Patterns

• India’s ban list (more on this later!)
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https://www.ftc.gov/system/files/ftc_gov/pdf/P214800%20Dark%20Patterns%20Report%209.14.2022%20-%20FINAL.pdf
https://www.deceptive.design/hall-of-shame
https://fairpatterns.com/
https://privacypatterns.org/patterns/
https://www.edpb.europa.eu/system/files/2023-02/edpb_03-2022_guidelines_on_deceptive_design_patterns_in_social_media_platform_interfaces_v2_en_0.pdf


Pattern 1: Stirring (influencing)

Influencing users’ privacy choices by appealing to 

emotion or using visual nudges.

• Emotional steering

• Hidden in plain sight
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https://www.edpb.europa.eu/system/files/2023-02/edpb_03-2022_guidelines_on_deceptive_design_patterns_in_social_media_platform_interfaces_v2_en_0.pdf
https://www.isaca.org/resources/news-and-trends/isaca-now-blog/2023/common-privacy-dark-patterns-and-ways-to-improve-digital-trust


Pattern 2: Overloading

Exhausting the user so that they give up trying to 

control how their personal data is used.

• Continuous prompting

• Privacy maze 

• Labyrinth – “the Iliad flow”

• Too many options
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https://www.facebook.com/


E-Commerce Case Study: Stirring + Overloading
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https://www.ryanair.com/


E-Commerce Case Study: Stirring + Overloading
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https://www.ryanair.com/


E-Commerce Case Study: Stirring + Overloading
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https://www.ryanair.com/


Pattern 3: Skipping

Trying to make the user forget or overlook the 

privacy implications of an action.

• Privacy-invasive settings enabled by default

• Distraction tactics: “Look! A free trial!”

Instead:

• Try to build trust with the user and be transparent 

with them -->

33

https://www.instagram.com/


Pattern 4: Obstructing

Making it difficult or impossible to get information 

about or manage your personal data.

• Dead end

• Broken or missing link

• Privacy options are scattered across different menus

• Longer than necessary

• Extra wait if you click ‘Reject all cookies’

• Misleading action
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Pattern 5: Fickle

Using an inconsistent UI to make it hard for 
users to understand what’s happening with 
their data.

• Lacking hierarchy

• Decontextualizing

• Inconsistent interface

• Language discontinuity

Examples:

• Privacy policy is a confusing mess and only 
available in English

• Privacy settings are in different places on 
desktop vs. mobile, or keep being moved 
around
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https://docs.github.com/en/site-policy/privacy-policies/github-general-privacy-statement


Pattern 6: Left in the Dark

Hiding privacy information and controls or 

presenting them in a misleading way.

• Conflicting information

• Ambiguous wording or information

Avoid by:

• Improving learnability of the UI

• Just-in-time presentation of documentation

• Minimize the number of concepts you assume 

your users understand
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https://fairpatterns.com/what-are-dark-patterns/


Case Study: Left in the Dark
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https://x.com/darkpatterns/status/1705547911755407641


Where have you seen dark patterns in action?



India’s Ban List



z

India’s Banned Dark Patterns

False Urgency Confirm Shaming Interface Interference

Forced Action Disguised Ads

StirringStirringStirring

Obstructing Fickle

Bait and Switch
Fickle

Legal text
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https://consumeraffairs.nic.in/sites/default/files/The%20Guidelines%20for%20Prevention%20and%20Regulation%20of%20Dark%20Patterns%2C%202023.pdf


z

India’s Banned Dark Patterns

Nagging Trick Question Subscription Traps

Drip Pricing Rogue Malware

Billing-specificLeft in the darkOverloading

Billing-specific Hopefully not relevant for our work!

Basket Sneaking
Billing-specific

Legal text
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https://consumeraffairs.nic.in/sites/default/files/The%20Guidelines%20for%20Prevention%20and%20Regulation%20of%20Dark%20Patterns%2C%202023.pdf


Case Study: Trick Question
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https://x.com/tuexss/status/1705172696579850477


E-Commerce Case Study: Adobe’s Subscription Trap
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https://x.com/darkpatterns/status/1489901640777973768


E-Commerce Case Study: Adobe’s Subscription Trap
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https://x.com/darkpatterns/status/1489901640777973768
https://x.com/darkpatterns/status/1489901640777973768


E-Commerce Case Study: Adobe’s Subscription Trap
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Cookies from the Dark Side



Cookies from the Dark Side
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https://www.thesun.co.uk/


Cookies from the Dark Side
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https://www.24sata.hr/


Cookies from the Dark Side
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https://developer.atlassian.com/cloud/jira/platform/


Cookies from the Dark Side
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https://www.lakshmisri.com/insights/articles/regulation-of-dark-patterns/


What are the worst cookie dialogs you’ve seen? How do 
they compare to other cases of dark patterns?



Inclusive Privacy



Users Have Different Privacy Needs

• Not only are their threat models 

different…

• But also their awareness and 

understanding of privacy

• And their understanding of tech in 

general!

• “What’s a browser?”

• “What’s end-to-end encryption?”

• Many users don’t understand what 

they’re consenting to or the choices 

they’re being asked to make
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“Free Choice” of Browser and Search Engine: Android
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https://www.android.com/choicescreen/dma/


“Free Choice” of Browser: iOS
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https://www.reddit.com/r/iOSBeta/comments/1aevuf8/ios_174_db1_new_default_browser_pop_up_available/


“Free Choice” of Browser: The Reality
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https://research.mozilla.org/browser-competition/choicescreen/


“Free Choice” on Facebook Messenger
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https://messengernews.fb.com/2024/03/28/end-to-end-encryption-what-you-need-to-know/


“Free Choice”: The Bundeskartellamt’s Opinion
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https://www.bundeskartellamt.de/SharedDocs/Entscheidung/EN/Entscheidungen/Missbrauchsaufsicht/2023/B7-70-21.pdf?__blob=publicationFile&v=2


“Free Choice”: The Bundeskartellamt’s Opinion
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https://www.bundeskartellamt.de/SharedDocs/Entscheidung/EN/Entscheidungen/Missbrauchsaufsicht/2023/B7-70-21.pdf?__blob=publicationFile&v=2


Accessibility

• Privacy choices should be accessible to all, 

including users with disabilities

• Readability: using clear and plain language 

helps everyone!

• Occasionally conflicting requirements

• E.g. WCAG 2.1 focus order: “...a dialog 

opens and focus is set to the first 

interactive element in the dialog…”

• -> Influences the user’s choice
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Accessibility

• Is your cookie dialog navigable using a screen reader?

• Would a user even know it exists? (Consent!)
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https://www.youtube.com/watch?v=Uaqo4FOI_DY


Let’s talk about your privacy challenges!
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Bonus: Forrester’s Five Privacy Personas

Reckless Rebels Conditional Consumerists Data-Savvy Digitals

Nervous Unawares Skeptical Protectionists

Understand how their personal data is 
(ab)used online and share it only when 

they have to.Use ad blockers, but are happy to share 
data if there’s an incentive, like loyalty 

program perks

Very willing to share personal data. Most 
likely to share location data if they get 

something in return.

Unwilling to share personal data. Want 
to protect themselves online, but are 

unsure how to
The oldest user segment; unwilling to 

share personal data and trust few 
companies.

Sources: 1, 2
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https://www.forrester.com/blogs/privacy-isnt-binary-the-2021-us-privacy-segmentation/
https://www.celebrus.com/blogs/cdp/the-five-privacy-personas-and-how-to-adapt-to-each


Bonus: The Privacy Ops Persona
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Thanks for listening!
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Copyright Notice

• Dynatrace content and branding: © 2024 Dynatrace LLC
• Third-party images, text, and videos: see links for attribution
• Unattributed images: generated with DALL·E 3 or used under license from the Noun Project
• All other content: original work by the author, may be reused with attribution
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https://openai.com/index/dall-e-3/
https://thenounproject.com/
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